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Abstract. This study aims to generate a spatially complete
planetary boundary layer height (PBLH) product over the
contiguous United States (CONUS). An eXtreme Gradient
Boosting (XGB) regression model was developed using se-
lected meteorological and geographical data fields as ex-
planatory variables to fit the PBLH values derived from Air-
craft Meteorological DAta Relay (AMDAR) reports hourly
profiles at 13:00–14:00 LST (local solar time) during 2005–
2019. A preprocessing step was implemented to exclude
AMDAR data points that were unexplainable by the predic-
tors, mostly under stable conditions. The PBLH prediction
by this work as well as PBLHs from three reanalysis datasets
(the fifth-generation European Centre for Medium-Range
Weather Forecasts atmospheric reanalysis of the global cli-
mate – ERA5; the Modern-Era Retrospective analysis for
Research and Applications, Version 2 – MERRA-2; and the
North American Regional Reanalysis – NARR) were com-
pared to reference PBLH observations from spaceborne li-
dar (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite
Observations, CALIPSO), airborne lidar (High Spectral Res-
olution Lidar, HSRL), and in situ research aircraft profiles
from the Deriving Information on Surface Conditions from
Column and Vertically Resolved Observations Relevant to
Air Quality (DISCOVER-AQ) campaigns. Compared with
PBLHs from reanalysis products, the PBLH prediction from
this work shows closer agreement with the reference obser-
vations, with the caveat that different PBLH products and
estimates have different ways of identifying the PBLH; thus,
their comparisons should be interpreted with caution. The re-

analysis products show significant high biases in the western
CONUS relative to the reference observations. One direct ap-
plication of the dataset generated by this work is that it en-
ables sampling of the PBLH at the sounding locations and
times of sensors aboard satellites with an overpass time in
the early afternoon, e.g., the Afternoon Train (A-train), the
Suomi National Polar-orbiting Partnership (Suomi NPP), the
Joint Polar Satellite System (JPSS), and the Sentinel-5 Pre-
cursor (Sentinel-5P) satellite sensors. As both AMDAR and
ERA5 are continuous at hourly resolution, the observational-
data-driven PBLHs may be extended to other daytime hours.

1 Introduction

The planetary boundary layer (PBL) is the lowest part of the
atmosphere that mediates the exchange of momentum, en-
ergy, and mass between the surface and the overlying free
troposphere (Stull, 1988). It plays a central role in land–
atmosphere coupling, linking surface states and character-
istics (e.g., surface temperature, soil moisture, and vegeta-
tion) to convection through surface fluxes of sensible and la-
tent heat (Santanello et al., 2018). Improving our understand-
ing and characterization of the PBL is critical for enhancing
the predictability of numerical weather prediction and global
climate and Earth system models (Garratt, 1994; Stensrud,
2009). The PBL height (PBLH), which characterizes the ver-
tical extent of the PBL, is a critical parameter in many land–
atmosphere coupling metrics (Santanello et al., 2013, 2015).
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The PBLH also governs the vertical mixing of thermal en-
ergy, water, and trace gases and, hence, strongly regulates the
near-surface pollutant concentrations. With the same amount
of emission, a higher PBLH typically means stronger dilu-
tion and, hence, lower near-surface concentrations (and vice
versa for a lower PBLH). Therefore, accurate knowledge of
the PBLH is important in the modeling of air quality through
a chemical transport model (Zhu et al., 2016) and in the in-
ference of emissions through inverse methods (Gerbig et al.,
2008). The PBLH can also help bridge the gaps between the
column-integrated quantities observed by satellites and near-
surface concentrations for short-lived species such as fine
aerosols (Su et al., 2018), NO2 (Boersma et al., 2009), and
NH3 (Sun et al., 2015). In order to sample the PBLH val-
ues at the satellite sounding locations and times (Sun et al.,
2018), extensive spatiotemporal coverage of the PBLH data
is needed.

Spatially and temporally complete estimates of the PBLH
can be provided by atmospheric models or reanalysis prod-
ucts, although the PBLH is generally not directly simulated
but rather diagnosed from model profiles of wind, temper-
ature, or turbulent kinetic energy (TKE). Besides the inher-
ent modeling uncertainties, PBLH estimation methods and
the associated empirical parameters in these methods intro-
duce additional uncertainties and inconsistency among mod-
els. The PBLH products from three commonly used reanaly-
sis products are evaluated in this work: the fifth-generation
European Centre for Medium-Range Weather Forecasts
(ECMWF) atmospheric reanalysis of the global climate
(ERA5) (Hersbach et al., 2020); Modern-Era Retrospective
analysis for Research and Applications, Version 2 (MERRA-
2) from NASA (Gelaro et al., 2017); and the North American
Regional Reanalysis (NARR) from NOAA National Cen-
ters for Environmental Prediction (NCEP) (Mesinger et al.,
2006). The PBLH values were determined by different meth-
ods in these three reanalysis products: critical bulk Richard-
son number for ERA5, threshold total eddy diffusion coef-
ficient of heat for MERRA-2, and threshold TKE value for
NARR. Validations of those model-based PBLH products by
observations are limited, and discrepancies are frequently ob-
served (Zhang et al., 2020). The PBLHs from MERRA-2
and NARR are widely used in the GEOS-Chem and WRF-
Chem chemical transport models, respectively (Lu et al.,
2021; Murray et al., 2021; Laughner et al., 2019; Hegarty
et al., 2018). If the PBLHs from those reanalysis models were
biased, the associated chemical transport model simulations
would be directly impacted. McGrath-Spangler and Denning
(2012) found that the PBLH in MERRA (the previous ver-
sion of MERRA-2) was higher than the retrieved PBLH
from the CALIOP (Cloud-Aerosol Lidar with Orthogonal
Polarization) spaceborne lidar aboard the Cloud-Aerosol Li-
dar and Infrared Pathfinder Satellite Observation (CALIPSO)
satellite over the arid and semiarid regions of North America,
where NARR gave even higher PBLH values than MERRA.
Comparisons between the PBLH from GEOS-FP (forward

processing), the assimilated meteorological fields generated
by the same model used for MERRA-2 (i.e., the Goddard
Earth Observing System, Version 5, GEOS-5 model), and
lidar/ceilometer data showed a 30 %–50% high bias in the
southeastern US (Zhu et al., 2016; Millet et al., 2015). Zhang
et al. (2020) compared the ERA5 PBLHs with those de-
rived from hourly profiles measured by commercial airlines
in the Aircraft Meteorological DAta Relay (AMDAR) re-
ports (Zhang et al., 2019) and found that ERA5 overesti-
mates the daytime PBLH over the contiguous United States
(CONUS) by 18 %–41%. Furthermore, models and reanaly-
sis products often disagree with continuous observations in
terms of the diurnal evolution of the PBLH (Zhang et al.,
2020; Hegarty et al., 2018).

In spite of its importance, observations of the PBLH
are sparse in both space and time. Operational radiosondes
launched twice daily at 00:00 and 12:00 UTC have been used
to construct long-term PBLH climatology (Guo et al., 2016;
Seidel et al., 2012), but the launching times largely missed
the daytime variations in the PBLH over the CONUS (Zhang
et al., 2020). On the other hand, intensive in situ atmo-
spheric profiling by radiosondes or aircraft spiraling pro-
files (e.g., the NASA Deriving Information on Surface Con-
ditions from Column and Vertically Resolved Observations
Relevant to Air Quality, or DISCOVER-AQ, campaign) are
limited to short periods and certain locations (Angevine
et al., 2012; Zhang et al., 2016). In addition to radioson-
des and aircraft spiraling profiles, ground-based, airborne,
and spaceborne lidar remote sensing of aerosol backscatter
also provide PBLH observations. For example, Hegarty et al.
(2018) synergized a network of ground-based micropulse
lidar (MPL), an airborne High Spectral Resolution Lidar
(HSRL), and the CALIPSO spaceborne lidar to examine the
diurnal PBLH variations during the DISCOVER-AQ cam-
paign in the Maryland–Washington, D.C. area. Compared
with surface and suborbital lidar observations, CALIPSO
provides better spatial (global coverage) and temporal (from
2006 to present) coverage. However, there is no official
CALIPSO PBLH product available, and existing PBLH re-
trievals from CALIPSO Level 1B data have low temporal res-
olution because the CALIPSO ground track is sparse with a
16 d repeat cycle (Jordan et al., 2010; McGrath-Spangler and
Denning, 2012, 2013; Su et al., 2018). The other PBLH ob-
servation data source is AMDAR which provides global au-
tomated weather reports from commercial aircraft (Moninger
et al., 2003). Zhang et al. (2020) derived the PBLH from
AMDAR profiles and constructed a continuous hourly cli-
matology of the PBLH at 54 major airports in the CONUS.
The same methodology developed by Zhang et al. (2020) can
be readily applied to other regions in the world where major
commercial airports exist and to other time periods given the
operational status of AMDAR observations. Compared with
the existing CALIPSO PBLH product, the hourly PBLH de-
rived from AMDAR profiles features a more complete tem-
poral coverage and higher signal-to-noise ratios. Therefore,
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the AMDAR PBLH dataset is selected as the observational
PBLH data source for this research.

The existing AMDAR PBLH dataset is available at an
hourly resolution from 2005 to 2019 at 54 airport locations.
However, many applications require the PBLH at other lo-
cations or complete coverage of a region. The objective of
this study is to produce observation-based, spatially com-
plete PBLH fields over the CONUS. We develop a data-
driven predictive model using various meteorological and ge-
ographical predictors to match the AMDAR PBLH obser-
vations. As the predictors all have complete spatial cover-
age over the CONUS, running the model in the forward di-
rection can yield PBLH prediction at arbitrary locations in
the domain. We cross-validate the model in space by ran-
domly splitting the airports into training and testing sets,
and the model is selected based on averaged metrics from
the testing sets. The predicted PBLH is then compared to
PBLHs from three widely used reanalysis products (ERA5,
MERRA-2, and NARR), and all of them are further com-
pared to the independently diagnosed PBLH from observa-
tions (e.g., from research aircraft profiles and HSRL airborne
lidar) and the CALIPSO PBLH product. Here, we should
emphasize that such comparisons should be interpreted with
caution because different PBLH products and estimates have
different ways of identifying the PBLH. In this sense, none
of the PBLH products and estimates should be treated as the
golden truth. However, such comparisons remain meaning-
ful because (1) they provide confidence in the PBLH predic-
tion by this work and (2) they generate information regarding
the difference between various PBLH products and estimates
that have been widely used in previous work.

One direct application of the PBLH product from this
work is that it enables sampling of the PBLH at the sound-
ing locations and times of satellite sensors with an overpass
time in the early afternoon, e.g., the Afternoon Train (A-
train) sensors as well as sensors aboard similar polar-orbiting
platforms, such as the Cross-track Infrared Sounder (CrIS)
and TROPOspheric Monitoring Instrument (TROPOMI). As
both AMDAR and ERA5 are continuous at an hourly resolu-
tion, future work may extend to other daytime hours observ-
able by geostationary missions like TEMPO (Tropospheric
Emissions: Monitoring of Pollution based on Zoogman et al.,
2017) and potentially to existing satellites with drifted orbits
such as the NASA Earth Observing System (EOS) satellites.

2 Data

The training data used to estimate the spatially complete
PBLH over the CONUS were obtained from AMDAR ob-
servations. The relevant meteorological data from ERA5 as
well as geographical data were used as explanatory vari-
ables, i.e., predictors or features, in a data-driven predic-
tive model to predict PBLH at AMDAR observation loca-
tions. The model prediction at locations other than AMDAR

observation locations was evaluated using three indepen-
dent observational datasets: (1) the Surface Attached Aerosol
Layer product from CALIPSO, (2) NASA HSRL observa-
tions during the DISCOVER-AQ campaigns and the Stud-
ies of Emissions, Atmospheric Composition, Clouds and Cli-
mate Coupling by Regional Surveys (SEAC4RS) campaign,
and (3) the manually labeled PBLH from spiraling profiles
during DISCOVER-AQ. In this study, we only focus on data
from 13:00 to 14:00 LST (local solar time). In addition to the
validation with ground measurements, we also compared our
estimations with PBLH data from ERA5, MERRA-2, and
NARR. Detailed descriptions of these datasets are provided
in the following.

2.1 The AMDAR observations

AMDAR provides meteorological data captured by sensors
aboard commercial aircraft worldwide. In this study, we used
all quality-assured data from 54 airports within the CONUS
from 2005 to 2019. The locations of these airports are shown
in Fig. 1a. Vertical profiles of potential temperature, humid-
ity, and wind speed were averaged over each UTC hour at
each airport (Zhang et al., 2019). The PBLH was derived us-
ing the bulk Richardson number method (Seidel et al., 2012;
Zhang et al., 2020), where the bulk Richardson number is
calculated as

Rib =
(g/θv,s)(θv,z− θv,s)(z− zs)

(uz− us)2+ (vz− vs)2+ bu∗
2 . (1)

Here, g is gravity acceleration, θv is virtual potential tem-
perature, u and v are horizontal winds, and u∗ is the surface
friction velocity. Subscript z denotes vertical profile values,
and subscript s denotes values at the lower boundary of the
PBL. We use zs = 40 m, b = 100, and a critical bulk Richard-
son number of 0.5, following Zhang et al. (2020). Regarding
u∗, Zhang et al. (2020) tested two options, one using u∗ from
ERA5 and the other one using a constant u∗ = 0.3 m s−1, and
found that the results were similar. We choose the latter op-
tion so that the AMDAR PBLH is purely observation-based
and independent of the reanalysis.

Although the bulk Richardson number method was found
to be the most robust one to derive the PBLH from AMDAR-
measured profiles, significant challenges remain under sta-
ble conditions. Figure 2a–c compare all AMDAR-derived
PBLHs at 13:00–14:00 LST with spatiotemporally interpo-
lated PBLHs from ERA5. Under stable and, to a lesser ex-
tent, neutral conditions, a significant portion of data cluster
close to the horizontal axis (Fig. 2a, b), indicating that AM-
DAR gives very low PBLHs (< 500 m), whereas ERA5 re-
ports a wide range of PBLH values up to 3000 m. We did not
find any meteorological or geographical factors that would
explain the occurrence of AMDAR vs. ERA5 PBLH data
pairs in these clusters. The most likely cause of these clus-
ters of data is the ambiguity of identifying the PBL top. Un-
der challenging conditions, the critical bulk Richardson num-
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Figure 1. Overview of the locations of the main source of the AMDAR PBLH observation dataset (a) and the three independent validation
datasets from the CALIPSO spaceborne lidar (b), the HSRL airborne lidar (c), and in situ aircraft spiral profiling during the DISCOVER-AQ
campaigns (d). The HSRL and spiral-profile data were limited to 12:30–14:30 LST only, and the CALIPSO overpasses were always at around
13:30 LST.

ber algorithm that is used in AMDAR and ERA5 data to di-
agnose the PBLH may identify different vertical structures
as the PBL top, leading to very different and uncorrelated
PBLH values. Including these uncorrelated clusters of points
will strongly bias the model training results. Consequently,
we use quantile regression (Hirschi et al., 2011) to filter them
out in order to avoid significant bias in the model training.

Quantile regression fits a series of regression lines that cor-
respond to different quantiles of the AMDAR PBLH distri-
bution conditioned on the ERA5 PBLH values. The distri-
bution of slopes from 0 to 100 quantile lines is displayed in
Fig. 2d. The overall slopes are smaller than unity, indicating
that the AMDAR PBLH is generally lower than ERA5. The
slopes show a bimodal distribution due to the two clusters
of AMDAR–ERA5 relationship. We choose a slope thresh-
old of 0.5 (highlighted in Fig. 2d) to separate the data cluster
near the 1 : 1 line and the data cluster near the horizontal axis.
The quantile regression line corresponding to a slope of 0.5
is labeled and plotted in Fig. 2a–c. All data points below this
line were removed from further analysis, which accounted
for about one-third of all AMDAR data, half of the data un-
der stable conditions, and only 10% of data under convective

conditions. The distribution of the AMDAR PBLH after such
a filtering is shown in Fig. 3a.

2.2 Reanalysis datasets

2.2.1 ERA5

ERA5 provides multiple climate variables at a spatial res-
olution of 0.25 degree (approximately 30 km) for the globe
every hour, with 137 levels from the surface up to 0.01 hPa
(around 80 km height). Currently ERA5 extends from 1970
to 5 d earlier than the present date. Hourly single-level ERA5
fields (ECMWF, 2020) were obtained from the Copernicus
Climate Data Store (https://cds.climate.copernicus.eu/, last
access: 15 July 2022) and spatiotemporally sampled at the
coordinate and time of AMDAR observations as explanatory
variables for model construction. The ERA5 PBLH was also
spatiotemporally sampled at the independent observation co-
ordinate and time for intercomparison. The PBLH from the
ERA5 product is identified using the bulk Richardson num-
ber method but with slightly different parameters (ECMWF,
2017). Zhang et al. (2020) compared the AMDAR PBLH es-
timated with the same parameters as ERA5, but the results
gave larger biases relative to ERA5 and other observations.

Atmos. Meas. Tech., 16, 563–580, 2023 https://doi.org/10.5194/amt-16-563-2023
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Figure 2. Comparison between PBLHs from AMDAR and ERA5 under stable (a), neutral (b), and convective (c) conditions, where atmo-
spheric stability is classified using AMDAR profiles following Zhang et al. (2020). The blue and red dashed lines are the 1 : 1 line and the
quantile regression line corresponding to a slope of 0.5, respectively. The titles give the total number of points as well as the percentage of
data points above the 0.5-slope line, i.e., the fraction of data after filtering. Panel (d) shows the distribution of quantile regression slopes,
where 0.5 marks the threshold between two clusters.

2.2.2 MERRA-2

Extending from 1980 to around 1 month earlier than the
present date, MERRA-2 is the first long-term global reanaly-
sis dataset that assimilates observational records of aerosol
and its impact on other physical processes. MERRA-2 is
widely used as meteorological fields for the GEOS-Chem
chemical transport model (Hu et al., 2017; Lu et al., 2021;
Murray et al., 2021). The spatial resolution of MERRA-2 is
0.5◦× 0.625◦. The PBL top pressure in MERRA-2 is iden-
tified as the model level under which the total eddy diffu-
sion coefficient of heat falls below the threshold value of
2 m2 s−1 (McGrath-Spangler and Molod, 2014). We obtained
hourly PBL top pressure and surface pressure fields from
the MERRA-2 time-averaged single-level diagnostics collec-
tion (GMAO, 2015) and calculated the PBLH using a scale
height of 7500 m. The MERRA-2 PBLH was then spatiotem-
porally sampled at the independent observation coordinate
and time for intercomparison.

2.2.3 NARR

The NARR reanalysis covers North America with a 3 h
temporal resolution and a 32 km spatial resolution. It is
commonly used as initial and boundary conditions to drive
WRF and WRF-Chem simulations for atmospheric compo-
sition studies (e.g., Laughner et al., 2019; McKain et al.,
2012; Hegarty et al., 2018). The NARR PBLH is computed
from the TKE profile which is calculated with a Level-
2.5 Mellor–Yamada closure scheme (Lee and De Wekker,
2016). We obtained the NARR PBLH field from the Na-
tional Center for Atmospheric Research (NCAR) Research
Data Archive (NCEP, 2005) and sampled it at the observa-
tional coordinate/time for intercomparison.

2.3 Observational datasets used for evaluation

2.3.1 CALIPSO

The CALIPSO satellite was launched into the A-train in 2006
and carries the CALIOP instrument, a two-wavelength (532
and 1064 nm) polarization-sensitive lidar. The CALIPSO ob-
servation is only available at nadir and at around 13:30 LST
with a 16 d repeat cycle. A wavelet covariance transform
analysis technique similar to that used in Davis et al. (2000)

https://doi.org/10.5194/amt-16-563-2023 Atmos. Meas. Tech., 16, 563–580, 2023
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Figure 3. (a) Distributions of the AMDAR PBLH after quantile-regression-based filtering and the CALIPSO PBLH over the CONUS. (b–
e) Distributions of the PBLH manually labeled using spiral profiles during the DISCOVER-AQ campaigns. (f–j) Distributions of the PBLH
from HSRL during the SEAC4RS and DISCOVER-AQ campaigns. The airborne campaign data were limited to 12:30–14:30 LST. The bins
denote the normalized histograms, and the lines denote smoothed kernel density estimations. The total number of PBLH data points and the
mean values are included in each panel.

was applied to identify the surface-attached aerosol layer
height as a proxy for the PBLH. The algorithm has been im-
proved to work with the lower signal-to-noise ratio (SNR)
data provided by CALIPSO and has also been automated
to generate global data without intervention. The retrieval
methodology was previously validated through comparison
with Tropospheric Airborne Meteorological Data Reporting
(TAMDAR) observations and HSRL observations from air-
craft platforms. We obtained the CALIPSO data from 2006 to
2013 from the University of Wisconsin–Madison Space Sci-
ence and Engineering Center website (https://download.ssec.
wisc.edu/files/calipso/, last access: 15 July 2022). The spa-
tial distribution of CALIPSO sampling locations is shown in
Fig. 1b. During the evaluation, we first obtained the model
prediction at the same location and time of each CALIPSO

sounding and then compared the predicted PBLH with the
CALIPSO PBLH. The CALIPSO data provide much more
uniform spatial and temporal coverage than the other valida-
tion datasets from airborne campaigns, which are only avail-
able in limited spatiotemporal ranges. One should note that
the backscatter measurements from airborne and spaceborne
lidar characterize the mixed layer or surface-attached aerosol
layer height, which may be deeper than the PBLH derived
based on temperature profiles. In this study, we consider all
of these as different estimates of the PBLH. The distribu-
tion of all CALIPSO PBLHs is also plotted in Fig. 3a. The
CALIPSO PBLH distribution (mean value of 1807 m) is sig-
nificantly shifted to higher values relative to the distribution
of the AMDAR PBLH (mean value of 1047 m), with the
caveat that the distributions of CALIPSO and AMDAR are

Atmos. Meas. Tech., 16, 563–580, 2023 https://doi.org/10.5194/amt-16-563-2023
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not directly comparable given their different sampling meth-
ods and the large uncertainty from CALIPSO.

2.3.2 The NASA HSRL observations

We compiled NASA Langley Research Center airborne
HSRL observations from DISCOVER-AQ campaigns in
the Maryland–Washington, D.C. area (simplified as MD,
July 2011), California (CA, January–February 2013),
Texas (TX, September 2013), and Colorado (CO, July–
August 2014) and the SEAC4RS campaign (carried out using
the differential absorption lidar/High Spectral Resolution Li-
dar, DIAL/HSRL, instrument) over the southeastern US in
August–September 2013. A Haar wavelet algorithm was ap-
plied to automatically identify the sharp gradients in aerosol
backscatter located at the top of the PBL, where the aerosol
backscatter profiles were computed every 0.5 s using a 10 s
running average of the HSRL 532 nm backscatter data (Hair
et al., 2008; Scarino et al., 2014). We used the “best esti-
mate” field from the HSRL data, which was a combination
of the automated Haar wavelet algorithm product and vi-
sual inspection of the backscatter image. The 1 min running
mean averages of the best estimate HSRL PBLH were used
in the intercomparison with other PBLH estimates to further
reduce random errors. The HSRL data are restricted to be-
tween 12:30 and 14:30 LST, and the sampling locations are
displayed in Fig. 1c. The distributions of the HSRL PBLHs
in the five campaigns are shown in Fig. 3f–j.

2.3.3 DISCOVER-AQ spiral profiles

During the DISCOVER-AQ campaigns, the NASA P-3B
aircraft, which was equipped with a suite of in situ atmo-
spheric sensors, systematically sampled the PBL and lower
free troposphere, covering wide ranges of pollution levels,
atmospheric stability, and local times. The horizontal het-
erogeneities that confound the interpretation of conventional
airborne vertical measurements were greatly reduced by spi-
ral profiling. “Missed approach” maneuvers were also per-
formed near some spiral sites to extend profiles to as low
as 25 m above the ground. The PBLH was manually deter-
mined from vertical profiles of potential temperature, relative
humidity, aerosol extinction, and the mixing ratios of water
vapor, CO2, and NO2 from the merged 1 Hz data. More de-
tails on this manually labeled PBLH dataset can be found
in Zhang et al. (2020). The spiral profiles concentrate at a
few sites that are highlighted for each phase of the campaign
in Fig. 1d. Similar to the HSRL data, we also restricted the
spiral-profile-based PBLH to between 12:30 and 14:30 LST.
The distributions of the PBLH in the four DISCOVER-AQ
campaigns are shown in Fig. 3b–e. Note that the number of
spiral-profile-based PBLH data is much lower than for the
HSRL-based PBLH, although their distributions in the same
campaigns are consistent.

2.3.4 Comparisons of observational datasets

As summarized by Figs. 1 and 3, none of the observational
datasets described above can uniformly represent the PBLH
over the study domain. CALIPSO features the most homo-
geneous spatial coverage (Fig. 1b), but its PBLH product re-
lies on an automatic, global algorithm that may be subject
to significant uncertainties. However, the unique benefit of
including CALIPSO data is that they can indicate errors in
the spatial prediction made by our model, as the availability
of AMDAR airports is spatially clustered (Fig. 1a). For ex-
ample, no AMDAR sites are available in the large area over
the Northern Rockies and Plains and the Southeast. Because
of the large differences in AMDAR and CALIPSO PBLHs,
we consider the intercomparison involving CALIPSO more
relative than absolute and focus on correlations rather than
biases.

One should also note that CALIPSO and HSRL PBLH
data are based on aerosol backscatter gradients; this is quite
distinct from AMDAR, DISCOVER-AQ spiral profiles, and
ERA5, where PBLH values are diagnosed thermodynam-
ically. Although systematic differences between aerosol-
based and thermodynamics-based PBLHs may exist, we do
not observe them by comparing spatiotemporally close spi-
ral and HSRL measurements in the same DISCOVER-AQ
campaigns (i.e., comparing Fig. 3b vs. Fig. 3g, Fig. 3c vs.
Fig. 3h, Fig. 3d vs. Fig. 3i, and Fig. 3e vs. Fig. 3j). Further-
more, the model prediction from this work may serve as a
“traveling standard” when evaluated against HSRL and spi-
ral datasets. As will be shown in Sect. 4.2 and 4.3, the biases
between HSRL data and co-located model prediction do not
show significant differences from the biases between spiral
data and the corresponding model prediction.

3 PBLH modeling and prediction

In this study, a data-driven machine learning approach is ap-
plied to produce a spatially complete PBLH dataset. In re-
cent years, atmospheric scientists have applied different ma-
chine learning approaches to successfully address various at-
mospheric problems. For example, Jiang and Zhao (2022)
applied a machine learning algorithm to calculate the PBLH
from GPS radio occultation data and investigated the sea-
sonal variation in the PBLH at multiple stations. Here, we
also use a machine learning approach to estimate the PBLH
at the locations where no AMDAR PBLH data are available
in the CONUS.

The observational dataset, consisting of the AMDAR
PBLH from 13:00 to 14:00 LST from 2005 to 2019 after fil-
tering, is shown in Fig. 2. Predictors were sampled spatially
and/or temporally from ERA5 and geographical datasets. A
data-driven, nonparametric model is trained to minimize the
difference between model prediction and observational data,
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Figure 4. Box and whisker plots of the metrics, including the MAE (a), RMSE (b), and R2 (c), of the eXtreme Gradient Boosting (XGB)
model on the training and testing datasets. The horizontal lines show the 2.5th, 25th, 50th, 75th, and 97.5th percentiles, and the mean values
are labeled in the plot.

as indicated by Eq. (2):

y= f(X)+ e, (2)

where y is the response variable (or AMDAR PBLH here), f
is an unknown function that generates response values when
predictors are given, X is the predictor matrix (each column
of which is a predictor), and e is the error term represent-
ing the model–observation mismatch. The learning algorithm
tries to estimate the unknown function f by minimizing the
sum of squares errors, eT e, plus a regularization term to re-
duce overfitting. Various metrics related to the model perfor-
mance can be calculated using e and y, including the root-
mean-square error (RMSE), the mean absolute error (MAE),
and the coefficient of determination (R2). The trained model
can then be used to make predictions at locations and times
for which AMDAR data do not exist but predictors are avail-
able.

3.1 The eXtreme Gradient Boosting (XGB) algorithm

In this work, the XGB algorithm (Chen and Guestrin, 2016)
is used to estimate the predictive function f. The XGB algo-
rithm has been widely used in recent years to construct pre-
dictive models using complex environmental datasets (Keller
et al., 2021; Masoudvaziri et al., 2021; Huang et al., 2022).
We also found that XGB features better performance and
faster speed than random forest, another commonly used
nonparametric machine learning algorithm. The linear re-
gression model, although the simplest and fastest, was not
used because of its slightly lower performance compared
with XGB (testing RMSE ∼ 5% higher) and random for-
est (testing RMSE ∼ 3% higher) as well as the fact that the
computing cost of XGB is not of concern. In a regression set-
ting of the gradient boosting framework (Friedman, 2001),
the model starts with a constant value as the prediction. A
shallow regression tree is then added based on the residual

of the previously predicted value, and the tree’s contribution
is scaled by a learning rate to reduce the variance. Follow-
ing this step, new residuals are calculated, another shallow
regression tree is fitted to predict these new residuals, and
the contribution of this tree is scaled as done previously. This
process is repeated until convergence. The XGB algorithm
extends the normal gradient boosting by an optimized imple-
mentation.

3.2 Model hyperparameter tuning

The hyperparameters are external to the model and are set be-
fore the learning process begins. They are tunable and can di-
rectly affect the model performance. We found that the most
sensitive hyperparameters to the XGB model were the learn-
ing rate, the number of gradient-boosted trees, and the max-
imum tree depth. As the model training was relatively fast,
we kept the learning rate at a small value of 0.01. The num-
ber of trees and the maximum tree depth were then jointly
optimized using a cross-validated grid search approach. The
combinations of number of trees ranging from 200 to 1000
with a step of 100 and maximum tree depth ranging from 5
to 9 with a step of 1 were evaluated in the grid search. The
cross-validation was conducted by training the XGB model
using data from 46 airports randomly selected from the total
54 airports in the AMDAR data, and the remaining 8 air-
ports for each selection were used for testing. Such a train-
ing vs. testing datasets split was repeated 100 times with the
same random selector for each combination of hyperparam-
eters. The average RMSE in the testing dataset was used as
the metric. We found 800 as the number of trees and 8 as
the maximum tree depth gave the best model performance.
Although driven by the data, this selection yields a com-
plicated XGB model. As the main motivation of this study
is to fill the spatial gaps between AMDAR sites over the
CONUS during the AMDAR period without further extrap-
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Figure 5. The feature importance values calculated by permutation importance (a) and the SHapely Additive exPlanations (SHAP) approach
(b). All initial predictors were included in the calculation, and only the top 20 predictors are shown. Red bars denote the predictors that are
included in the final model.

olating in space nor time, we put more weight on the model
performance than the simplicity or computational cost of the
model. The MAE, RMSE, and R2 metrics using the opti-
mized XGB hyperparameters on the training (46 airports ran-
domly selected 100 times) and testing (the remaining 8 air-
ports) datasets are shown in Fig. 4. The metrics on the test-
ing datasets show higher variance, mostly because the testing
datasets contain notably fewer data points than the training
datasets. The overall performance of the trained model on
the unseen testing datasets is only slightly lower than on the
training datasets. Specifically, the R2 values indicate that, on
average, the model is capable of explaining 83% of the vari-
ation in the training datasets and 75% of the variation in the
testing datasets. We note that the interquartile ranges of the
metrics’ distributions on the training and testing datasets do
not overlap. This indicates that a certain level of overfitting
still exists and that the model may be further improved by
tuning more hyperparameters (other than the number of trees
and the maximum tree depth). For example, the max number
of leaves is at default value, which is unlimited.

3.3 Predictor selection

A range of meteorological data fields that might contribute
to predicting the AMDAR PBLH were initially selected
from the ERA5 reanalysis, including its own PBLH (named
boundary layer height in ERA5), surface pressure, trapping
layer base height, 2 m temperature, skin temperature, cloud
base height, evaporation, friction velocity, surface latent/sen-
sible heat fluxes, surface net solar radiation, total precipi-
tation, vertical integral of total energy, vertically integrated
moisture divergence, and 100 m wind speed. Because the
impacts of these environmental factors on the PBLH may
not be instantaneous, these data fields were also sampled
at 1, 2, and 3 h prior to the AMDAR observation time. Al-
though the same meteorological data fields can be sampled
from other model or reanalysis datasets, we found that ERA5
generally gives the best performance. Besides the meteoro-
logical factors, geographical factors were also interpolated
spatially and added as predictors, including the surface ele-
vation (Danielson and Gesch, 2011), distance to the nearest
ocean coastline (NASA, 2022), and estimation of land frac-
tion in the vicinity of the 0.25◦× 0.3125◦ land fraction field
from the GEOS-FP model (Lucchesi, 2018). In addition, we
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Figure 6. PBLH values at 13:00–14:00 LST predicted by the XGB model and the three corresponding PBLH values from ERA5, MERRA-2,
and NARR. Daily values in 2005–2019 were averaged into four seasons, as specified in the titles: March–April–May (MAM), June–July–
August (JJA), September–October–November (SON), and December–January–February (DJF).

included the year and the day of year in the predictors to
account for systematic observation–model mismatches with
seasonal and interannual variations. In total, these add up
to nearly 100 predictors. Although increasing the number
of predictors will usually enhance the prediction power of
the model, it is also desirable to use a parsimonious model
that retains predictors that make the most physical sense.
To this end, we compared the relative importance of candi-
date predictors by running an inclusive model with all pre-
dictors using the permutation importance and the SHapely
Additive exPlanations (SHAP) approaches. The permutation
feature importance is defined as the decrease in the model
RMSE when the tabulated values from a single predictor
are randomly shuffled (Pedregosa et al., 2011). This proce-
dure breaks the relationship between the predictor and the
response and, thus, quantifies how the model depends on the
predictor. One drawback is that the permutation importance
of a predictor may be underestimated if it is strongly corre-
lated with other predictors. Correlation between predictors is
significant, especially between the same meteorological data
at different lag hours. As such, we also incorporated the re-

sults from the SHAP approach that computes the contribution
of each feature to the prediction based on coalitional game
theory while considering feature interactions (Lundberg and
Lee, 2017). Figure 5 shows the relative importance of the
top 20 predictors calculated using these two approaches. Al-
though the two algorithms employ different principles, the
predictors identified with leading contributions to the over-
all model predictive power are generally consistent. We se-
lected 14 predictors, highlighted in red in Fig. 5, in the final
model. These include the boundary layer height, 2 m temper-
ature, sensible heat flux, skin temperature, surface net solar
radiation, distance to the ocean, land fraction, elevation, and
year. The significance of year as a predictor indicates inter-
annual variations that cannot be explained by other physics-
based predictors. Therefore, this model should be used dur-
ing the years when AMDAR data are available. Besides the
concurrent-hour boundary layer height, the boundary layer
height data up to 3 h prior were included, and the 2 m tem-
perature and surface sensible heat flux 1 h prior were also
included.
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Figure 7. Agreements between CALIPSO-retrieved PBLH and spa-
tiotemporally co-located PBLH from NARR, MERRA-2, ERA5,
and the XGB prediction. The CALIPSO dataset was split into
ranges of 0–1, 1–2, and 2–3 km, corresponding to the three clusters
of bars in each panel. The evaluation metrics include the mean bias
(MB) (a), MAE (b), RMSE (c), and the Pearson correlation coeffi-
cient (d). The red star labels the dataset with the closest agreement.

3.4 Prediction of the PBLH over the CONUS

The final model with the selected hyperparameters and
the predictors were trained on the entire AMDAR dataset.
The trained model was then used to predict the daily
PBLH at 13:00–14:00 LST throughout the 2005–2019
period. The prediction was made on the ERA5 grid
points, as most predictors were already available on the
same grid. Figure 6 compares the predicted daily early-
afternoon PBLH in March–April–May (MAM), June–July–
August (JJA), September–October–November (SON), and
December–January–February (DJF) in the top row with the
corresponding values from ERA5, MERRA-2, and NARR in
the following rows. The predictions from the XGB model
trained on the AMDAR data show very similar spatial and
seasonal variation patterns to the PBLH sampled from re-
analysis (ERA5, MERRA-2, and NARR). The PBLH is sig-
nificantly larger in the warm season than in the cold sea-
son, and the intermountain western and southwestern areas
feature a larger PBLH than other regions. The XGB-model-
predicted PBLH is lower than the PBLH from the three re-
analysis products in all four seasons. This result is consistent
with the direct comparison between the AMDAR PBLH and
the co-located ERA5 PBLH made by Zhang et al. (2020).
We also look into finer-grained intercomparisons by averag-
ing over nine different climate regions in the CONUS (Karl
and Koss, 1984) at a weekly resolution (i.e., weekly averages
of the PBLH at 13:00–14:00 LST). The results are shown in
Fig. A1 and are consistent with the seasonal maps shown
in Fig. 6.

4 Evaluation of the predicted PBLH

Because the locations of AMDAR airports are sparse over the
CONUS (Fig. 1a), it is important to evaluate the performance
of the XGB model trained by AMDAR data. In addition to
the XGB-predicted PBLH, we also used spatiotemporally in-
terpolated PBLH fields from NARR, MERRA-2, and ERA5
and included them in the evaluations against independent ob-
servational datasets.

4.1 The predicted PBLH vs. CALIPSO

The agreement between the CALIPSO PBLH and the four
datasets to be evaluated (the NARR, MERRA-2, and ERA5
reanalyses as well as the XGB prediction) is strongly depen-
dent on the ranges of the PBLH. Figure 7 compares the mean
bias (MB), MAE, RMSE, and the Pearson correlation co-
efficient (r) between CALIPSO and these datasets with the
comparisons split for the CALIPSO PBLH at 0–1, 1–2, and
2–3 km. The dataset with the best performance (MB closest
to 0, lowest MAE and RMSE, and highest r) is marked with
a red star. When the CALIPSO PBLH is below 1 km, there is
little correlation between CALIPSO and any other datasets
(Fig. 7d), indicating that the CALIPSO retrieval might be
unreliable at a low PBLH. Furthermore, the overall agree-
ment for the 2–3 km range is lower than its counterpart for
the 1–2 km range. The distribution of the CALIPSO PBLH,
as shown in Fig. 3a, is quite different from that of the AM-
DAR PBLH, with a larger contribution in the 2–3 km range.
This may mean that the worst performance by the XGB pre-
diction when the CALIPSO PBLH is at 2–3 km can be ex-
plained by the lack of training AMDAR data in this range.
However, the performance of the three reanalysis datasets
is also counterintuitive, as the NARR PBLH is one of the
top performers here but is the least accurate in the following
comparisons with airborne data (see below). This lack of co-
herence among datasets for PBLHs above 2 km suggests that
CALIPSO retrieval might also be subject to systematic errors
at these high values. As such, we focus on the CALIPSO
PBLH in the range of 1–2 km. In this range, the XGB pre-
diction shows the best RMSE and correlation, a competitive
MAE, and a negative bias relative to CALIPSO. Moreover,
the XGB prediction outperforms ERA5 in terms of MAE,
RMSE, and correlation coefficient, demonstrating the effec-
tiveness of model training using AMDAR data.

A key strength of the CALIPSO dataset is its relatively
uniform spatial distribution (Fig. 1b), which may help iden-
tify spatial patterns in the model prediction bias, especially
in regions where AMDAR coverage is low. Figure 8 maps
the bias between the four evaluated datasets and CALIPSO,
binned in 2◦× 2.5◦ grid boxes over the CONUS. The com-
parisons were limited to cases with a CALIPSO PBLH of
1–2 km, corresponding to the middle cluster of bars in Fig. 7.
All four evaluated datasets show a high bias relative to
CALIPSO in the western CONUS, except near the coast-
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Figure 8. Gridded maps of the mean biases of NARR (a), MERRA-2 (b), ERA5 (c), and XGB prediction (d) relative to CALIPSO for all
available soundings of CALIPSO in 2006–2013 with a PBLH between 1 and 2 km. The spatial resolution is 2◦× 2.5◦.

line. This high bias is the largest in NARR, whereas it is
minimal in the XGB prediction. These high biases in the re-
analysis PBLHs have also been noted by previous compar-
ison studies (McGrath-Spangler and Denning, 2012; Zhang
et al., 2020). The reanalysis datasets are in general agree-
ment with CALIPSO in low-elevation regions in the east,
whereas the XGB predictions show a near-uniform low bias
of 100–200 m. This contributes to an overall low bias of XGB
prediction relative to CALIPSO (Fig. 7a, middle cluster).
As shown in the following comparisons with airborne data,
the MB values of the XGB prediction relative to the refer-
ence datasets are generally lower than the reanalysis datasets
and are closer to zero. Hence, a possible explanation is that
CALIPSO is slightly biased high due to aerosol distributions
above the PBL top. The spatial distribution of the XGB pre-
diction bias relative to CALIPSO does not show more signif-
icant systematic features than the biases of the three reanal-
ysis datasets, indicating that the spatial extrapolation of the
AMDAR PBLH through the meteorological and geographi-
cal features does not introduce excessive errors.

4.2 The predicted PBLH vs. HSRL

The same metrics were used for an evaluation against
the HSRL measurements during the DISCOVER-AQ and
SEAC4RS campaigns, as shown in Fig. 9. The XGB predic-
tion shows a lower MB than all of the reanalysis datasets

Figure 9. Similar to Fig. 7 but using the HSRL PBLH measure-
ments during five airborne campaigns as the reference dataset. Each
campaign corresponds to a cluster of bars in each panel.

in four out of five campaigns, with DISCOVER-AQ TX be-
ing the only exception. The reanalysis datasets show large
positive biases relative to HSRL in DISCOVER-AQ CO and
SEAC4CRS, likely due to the large-scale positive biases in
the western CONUS seen in Fig. 8a–c. The XGB predic-
tion gives the best performance in four out of five campaigns
(MD, CA, CO, and SEAC4CRS) in terms of MAE, three out
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Figure 10. Similar to Fig. 9 but using the PBLH labeled from spiral
profiles during four DISCOVER-AQ campaigns.

of five campaigns (MD, CO, and SEAC4CRS) in terms of
RMSE, and three out of five campaigns (MD, TX, and CO)
in terms of correlation coefficient. The ERA5 is the top per-
former for all cases where the XGB prediction is not at the
top. Overall, the ERA5 PBLH demonstrates remarkably bet-
ter agreement with observations than NARR and MERRA-
2. The performance of XGB prediction is robustly improved
over ERA5 during DISCOVER-AQ MD, which is attributed
to the high airport density in the northeast (Fig. 1a). The
XGB prediction, however, does not significantly improve
over ERA5 during DISCOVER-AQ CA. A likely reason for
this is that the airborne sampling was limited to the San
Joaquin Valley where no AMDAR data were available from
Zhang et al. (2019).

Compared with the evaluation using the CALIPSO PBLH
in the previous section, the correlations between the eval-
uated datasets and the airborne HSRL-retrieved PBLH are
substantially better. The correlation coefficient between
XGB prediction and HSRL during DISCOVER-AQ TX is
0.8, while the HSRL PBLH spans a broad range from be-
low 1 to 3 km (Fig. 3i). The correlation coefficients us-
ing CALIPSO are below 0.3 for all cases (Fig. 7d). There-
fore, although both the HSRL and CALIPSO PBLH are re-
trieved from aerosol backscatter gradients, the HSRL dataset
is likely to have significantly better quality.

4.3 The predicted PBLH vs. spiral profiles

During the four DISCOVER-AQ campaigns, the PBLH was
manually labeled from spiral profiles measured in situ by
aircraft. The comparisons between this PBLH observation
dataset and the four evaluated datasets (NARR, MERRA-2,
ERA5, and XGB prediction) are very similar to the compar-
isons using the HSRL dataset and are shown in Fig. 10. This
similarity is consistent with the resemblance of the distribu-
tions of the spiral-profile- and HSRL-based PBLH (compar-

ing Fig. 3b–e with Fig. 3g–j). The XGB prediction gives the
best MB in all campaigns, the lowest MAE and RMSE in
all campaigns except DISCOVER-AQ TX, and the highest
correlation coefficient in all campaigns except DISCOVER-
AQ CA.

Overall, the XGB prediction shows significantly better
agreement with the three independent observational datasets
than the reanalysis datasets, for which the ERA5 per-
forms better than MERRA-2 and NARR. The XGB predic-
tion outperforms ERA5 in most cases, mostly notably in
DISCOVER-AQ MD where AMDAR airports are relatively
dense.

5 Conclusions

We developed a data-driven machine learning model to pre-
dict the spatially complete PBLH over the CONUS daily at
13:00–14:00 LST using AMDAR data at 54 airport locations
from 2005 to 2019 (Zhang et al., 2019). The XGB algo-
rithm was used to train the regression model with predic-
tors mostly selected from the ERA5 reanalysis. The model
hyperparameters were optimized using cross-validated grid
search by randomly splitting the airports into training and
testing datasets. The predicted PBLH was evaluated using in-
dependent PBLH observations from CALIPSO, HSRL, and
spiral profiles during the DISCOVER-AQ campaigns, with
the caveat that different PBLH products and estimates have
different ways of computing the PBLH and that PBLH ob-
servations used in these evaluation are sparse and subject to
various uncertainties and inconsistency in retrieval method-
ology. The predicted PBLH is generally in better agreement
with the evaluation datasets than the PBLH sampled from
reanalysis (NARR, MERRA-2, and ERA5). The reanalysis
datasets give a higher PBLH in the western CONUS relative
to the evaluation datasets.

While this work demonstrates the potential use of data-
driven approaches in deriving the spatially complete PBLH,
significant challenges still exist due to the uncertainty in ex-
isting datasets. We observe clusters of AMDAR observa-
tions that are uncorrelated with the co-located ERA5 PBLH,
mostly under stable conditions, and we find that no meteo-
rological or geographical factors could explain this discrep-
ancy. A preprocessing step that filters out these data clusters
had to be implemented to mitigate their impacts on model
training. Consequently, the model is trained and tested on
a subset of AMDAR data and does not fully represent the
entire AMDAR dataset. Moreover, the model configurations
have been specifically optimized and evaluated to generate
the spatially complete PBLH dataset over the CONUS during
the period when AMDAR PBLH data are available (2005–
2019). Further generalization of the work will require addi-
tional tuning and model evaluation. Also note that the mod-
eling in this work focused on the entire CONUS. Further im-
provements in model performance may be achieved by fo-
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cusing on smaller geographic regions and fine-tuning region-
specific predictors.

The satellite-based CALIPSO dataset is the most spa-
tiotemporally complete for model evaluation, but it is sub-
ject to large uncertainties, providing essentially no correla-
tions with reanalysis datasets and the prediction from this
work when the PBLH is lower than 1 km. Future spaceborne
PBLH observations with higher fidelity and more routine
suborbital measurements, especially under stable conditions,
will be beneficial.

This work extends the AMDAR-based PBLH data from
Zhang et al. (2020), which are only available at point loca-
tions, to the entire CONUS, enabling sampling of the PBLH
at the sounding locations and times of low-Earth orbit space-
borne sensors with an overpass time in the early afternoon.
As the AMDAR PBLH data are available hourly, it is pos-
sible to extend this work to other daytime hours and even
nighttime hours with the caution that it will be more chal-
lenging due to the increase in stable conditions and the fewer
observational datasets available for evaluation. The HSRL
and spiral-profile PBLH observations will also be available
for other daytime hours but CALIPSO observations will not.
This extension will synergize with satellite atmospheric com-
position observations in the morning orbits and the TEMPO
mission that covers North America at an hourly resolu-
tion (Zoogman et al., 2017).

Appendix A: Weekly resolved PBLH comparison over
different climate regions

Figure A1. Weekly average PBLH at 13:00–14:00 LST over nine climate regions across the CONUS.
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Data availability. The AMDAR data are available through the Me-
teorological Assimilation Data Ingest System web service portal at
https://madis-data.cprk.ncep.noaa.gov/madisPublic1/data/archive/
(last access: 15 July 2022; NOAA, 2023). The hourly bound-
ary layer profiles and PBLH based on AMDAR data can
be found at https://doi.org/10.5281/zenodo.3934378 (Li,
2020). The ERA5 data are available from the Coperni-
cus Climate Data Store at https://cds.climate.copernicus.eu/
cdsapp#!/dataset/reanalysis-era5-single-levels?tab=form (last
access: 15 July 2022; ECMWF Support Portal, 2018). The
MERRA-2 data are available through the NASA GES DISC at
https://disc.gsfc.nasa.gov/datasets/M2T1NXSLV_5.12.4/summary
(last access: 15 July 2022; Global Modeling and Assimilation
Office, 2015). The NARR data are available from the NCAR
Research Data Archive at https://rda.ucar.edu/datasets/ds608.0/
(last access: 15 July 2022; National Centers for Environmental
Prediction/National Weather Service/NOAA/U.S. Department of
Commerce, 2005). The CALIPSO data are available through the
University of Wisconsin–Madison Space Science and Engineering
Center website (https://download.ssec.wisc.edu/files/calipso/, last
access: 15 July 2022; SSEC, 2023). The DISCOVER-AQ data
are available at https://doi.org/10.5067/Aircraft/DISCOVER-
AQ/Aerosol-TraceGas (NASA Langley Research Cen-
ter’s , LaRC), and the SEAC4RS data are available at
https://doi.org/10.5067/Aircraft/SEAC4RS/Aerosol-TraceGas-
Cloud (NASA, 2023).
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