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Abstract
Over the past decade, researchers have started to explore the use of NLP to develop tools aimed at helping the public, vendors,
and regulators analyze disclosures made in privacy policies. With the introduction of new privacy regulations, the language of
privacy policies is also evolving, and disclosures made by the same organization are not always the same in different languages,
especially when used to communicate with users who fall under different jurisdictions. This work explores the use of language
technologies to capture and analyze these differences at scale. We introduce an annotation scheme designed to capture the
nuances of two new landmark privacy regulations, namely the EU’s GDPR and California’s CCPA/CPRA. We then introduce
the first bilingual corpus of mobile app privacy policies consisting of 64 privacy policies in English (292K words) and 91
privacy policies in German (478K words), respectively with manual annotations for 8K and 19K fine-grained data practices.
The annotations are used to develop computational methods that can automatically extract “disclosures” from privacy policies.
Analysis of a subset of 59 “semi-parallel” policies reveals differences that can be attributed to different regulatory regimes,
suggesting that systematic analysis of policies using automated language technologies is indeed a worthwhile endeavor.

Keywords: privacy policy, privacy policy corpus, text corpus, bilingual, GDPR, CCPA, CPRA

1. Introduction
Privacy policies are the primary mechanism by which
organizations disclose their data practices. These dis-
closures are intended to inform consumers about how
their data will be handled and about their rights in
relation to this data, such as the right to review or
delete data or to restrict its collection and use (by,
e.g., an “opt-in” or “opt-out”). However, privacy poli-
cies are often long, vague, ambiguous, and difficult to
read (Reidenberg et al., 2015). Legislative bodies have
responded by imposing new requirements about the in-
formation privacy policies must disclose and by en-
shrining the privacy rights of consumers from whom
data is collected. Because of the sheer number of
privacy policies available on the Internet, the impact
of these new regulations on data collection and use
practices, particularly including specific protections af-
forded to consumers, has eluded systematic analysis.
This work explores the use of language technologies to
systematically capture and analyze this impact at scale,

∗∗These co-authors contributed to this work while work-
ing as students or visitors at Carnegie Mellon University.
⋄Arora and Sadeh are the corresponding authors of the
present article.

with a focus on comparing provisions offered by the
same technology (namely, mobile apps) in jurisdictions
subject to different privacy regulations. Specifically,
we make the following contributions:
Firstly, we extend the OPP-115 annotation scheme in-
troduced in Wilson et al. (2016a) to capture concepts
and requirements introduced in new privacy regulations
— the EU’s General Protection Regulation (GDPR)
and California Consumer Privacy Act (CCPA). These
include the purpose for and mode of data collection as
well as data subject rights. We discuss the challenges
of collecting fine-grained annotations in the ambiguous
and vague text of privacy policies. We also report on
the process that we took to collect annotations in two
different languages.
Secondly, we introduce a manually annotated corpus1

of 64 privacy policies (292K words total) in English
and 91 policies in German (478K words total) for
smartphone apps sampled from the Google Play Store.
It includes a subcorpus of 59 “semi-parallel” policy
pairs, i.e., policies in English (aimed at app users in the
US) and German (aimed at app users in Germany) for

1MAPP corpus will be accessible at https://
usableprivacy.org/data sometime in June 2022.

https://usableprivacy.org/data
https://usableprivacy.org/data
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the same mobile app. Upon observing that English and
German privacy policies can significantly differ, we an-
alyze differences in privacy protections offered to users
in different jurisdictions (US versus EU) and evaluate
computational techniques for such analyses. Our cor-
pus respectively includes manual annotations of 8K and
19K fine-grained data practices (e.g., who collects the
data, what type of data, and with whom it is shared) in
English and German, intended to facilitate the develop-
ment of computational methods for automated analysis
of privacy disclosures2 at scale. We emphasize that cor-
pora containing non-English text are essential to ensure
such methods for privacy policy analysis are also avail-
able to users outside the English-speaking world. To
the best of our knowledge, our corpus is the first semi-
parallel bilingual resource for privacy policy text and a
first step towards analyzing differences in privacy poli-
cies between languages and regulatory regimes.
Finally, we report on the initial development and eval-
uation of classifiers to automatically annotate English
and German privacy policy disclosures based on our
new scheme. In particular, we present analyses of dif-
ferences in disclosures between English and German
privacy policy text, focusing on our semi-parallel cor-
pus of 59 policies. Our results suggest that the EU’s
GDPR, as reflected in privacy disclosures in the text of
German privacy policies, has had a moderating effect
on the sharing of data with third parties and has con-
tributed to more granular disclosures of data collection
practices compared to the disclosures found in English
privacy policies for the US public. Despite important
differences between privacy disclosures in the US and
in the EU, our analysis also suggests the existence of
spill-over effects: more stringent EU regulations may
also benefit US residents as a number of organizations
do not differentiate between EU and non-EU residents,
possibly due to the overhead involved. After demon-
strating the performance of our classifiers and showing
interesting differences in privacy disclosures between
English and German privacy policies, we use our sys-
tem to run this analysis at scale on 22,329 English and
1,864 German privacy policies retrieved from websites.
We discuss what percentage of German privacy policies
satisfy GDPR requirements in terms of including a dis-
cussion of the legal basis for the processing of data, and
what percentage of websites also have such discussions
in their English policies. We believe that such an anal-
ysis can help regulators and policy makers evaluate the
impact of new privacy disclosure requirements.

2. Related Work
Policy Analysis Privacy policies are known to be
long and difficult to read (McDonald and Cranor, 2008;
Reidenberg et al., 2015). As a result, there has been

2Privacy disclosures refer to statements made by an en-
tity in its privacy policy about the type of data it collects, the
purposes for collection, choices available to data subjects and
other relevant data practices.

an interest in developing automated techniques to an-
alyze the text of privacy policies at scale (Ammar et
al., 2012; Liu et al., 2014; Sadeh et al., 2013; Wil-
son et al., 2016b; Ravichander et al., 2021), with initial
work focusing on analyzing their readability (Fabian et
al., 2017; Massey et al., 2013; Meiselwitz, 2013; Er-
makova et al., 2015). Recently, there has been interest
in the automated collection of privacy policies (Zim-
meck et al., 2017; Story et al., 2019; Hosseini et al.,
2021) and the identification of their described data
practices in a structured format (Costante et al., 2012a;
Ammar et al., 2012; Costante et al., 2012b; Liu et al.,
2014; Ramanath et al., 2014; Wilson et al., 2016a; Ku-
mar et al., 2019; Bui et al., 2021). Such techniques
have been used to help users navigate privacy policies3,
to automatically extract opt-out choices (Kumar et al.,
2020), to check for compliance with regulatory require-
ments (Zimmeck et al., 2017; Story et al., 2019; Zim-
meck et al., 2019), and to enable downstream applica-
tions such as question answering (Harkous et al., 2018;
Ravichander et al., 2019; Ahmad et al., 2020; Sathyen-
dra et al., 2017). Our work aims to extend this line
of research (see also (Sørensen and Kosta, 2019; Ur-
ban et al., 2018; Degeling et al., 2019)) by supporting
the systematic analysis of privacy policies in multiple
languages, so as to evaluate the impact of new regu-
latory requirements at scale and analyze differences in
the text across jurisdictions (since privacy policies are
often localized into different languages).

Multilingual Text Classification There has been a
growing effort in the language technologies commu-
nity to create benchmark resources in non-English lan-
guages (Bender, 2011). In recent years, such resources
have been constructed for tasks including natural lan-
guage inference (Hu et al., 2020; Conneau et al., 2018),
question answering (Artetxe et al., 2019; Clark et al.,
2020), and sentiment analysis (Cieliebak et al., 2017;
Amiri et al., 2015; Apidianaki et al., 2016; Vincent
and Winterstein, 2013). Our work contributes to this
effort by creating the first semi-parallel bilingual cor-
pus of fine-grained data practice annotations to support
the comparison of privacy policies across different lan-
guages and regulatory regimes.

3. Corpus Creation and Annotation
3.1. Privacy Policy Selection
With the explosion in smartphone ownership and the
vast array of sensitive data collected by smartphones,
the data practices of mobile apps have become particu-
larly fertile ground for privacy research (e.g., (Lin et al.,
2012; Almuhimedi et al., 2015; Kelley et al., 2013; Liu
et al., 2016; Zimmeck et al., 2017)). This motivates our
focus on the privacy policies of mobile apps. We col-
lected mobile app privacy policies by sampling from a
representative subset of app categories in the Google

3https://explore.usableprivacy.org/
?view=machine

https://explore.usableprivacy.org/?view=machine
https://explore.usableprivacy.org/?view=machine
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Play Store, namely Family, Finance, Games, Medical,
Productivity, Shopping, Social, and Sports.
To more efficiently find apps with German policies,
we relied on the “Recommended for you” Google Play
Store feature and configured a server with a German
IP address and browser locale. In each app category,
we used Mozilla Firefox in Private Browsing mode
(to avoid personalization) to retrieve the following app
metadata: app store listing URL, app category, name,
number of downloads, and privacy policy link. The
resulting list comprised 1,161 apps. Two German-
speaking authors manually accessed all app listings and
followed the privacy policy links for each. This usually
led to an English-language version on the publisher’s
website. We manually examined the policy links and
ensured that, if multiple policies were available in En-
glish, the US policy was downloaded. The website was
then searched for a German privacy policy.
Some apps only had privacy policies in English or Ger-
man, and 261 apps did not have a privacy policy in ei-
ther language. Because we are interested in comparing
privacy protections afforded to US and German users,
we focused on 222 apps which had policies in both Ger-
man and English. Among these apps, 101 had identical
policy pairs (e.g., Facebook Messenger and Facebook
LITE) to the apps that had been already included in
our corpus. We eliminated these apps from our corpus,
along with 5 other apps where an auto-translate button
or disfluencies hinted at them being the result of auto-
mated translation, a situation where linguistic analysis
has little to offer. The whole process yielded a total
of 116 privacy policy pairs. A graphical depiction of
the described process is provided in Figure 3 in the ap-
pendix. The privacy policy links of these 116 apps were
automatically crawled and downloaded, intentionally
keeping any extracted HTML content surrounding the
policy text to train our classifiers to distinguish between
privacy policy text and irrelevant text. We manually in-
spected the extracted documents for download errors.
The process was carried out in July 2020.
In our analysis, we distinguish between policies with
sections that explicitly single out EU residents from
policies that do not. This is because the former will
typically grant EU residents privacy protections that
they may not grant to non-EU residents. Among our
116 policies, 27 policies were identified as explicitly
singling out EU residents. Occasionally policies also
single out US residents such as Californians or other
specific categories of consumers such as children. This
will be briefly discussed in Section 6.1.
We also analyzed policies for the presence of markers
indicative of GDPR, as proposed by Degeling et al.
(2019). Specifically, we use the following keyphrases
in English and German as indicators that a policy has
been written in response to GDPR requirements: data
protection officer, legal basis, legitimate interest, recti-
fication, erasure, data portability, and supervising au-
thority. We consider a privacy policy to be “GDPR-

aware” if it contains at least three of these keyphrases
or acknowledges the EU–US Privacy Shield4. Out of
our policy pairs for 116 apps, 63 English policies and
74 German policies were found to be “GDPR-aware.”

3.2. Annotation Scheme and Process
Previous work on English-language privacy policies by
some the co-authors and their collaborators produced
the OPP-115 annotation scheme and corpus (Wilson
et al., 2016a). We updated and refined this scheme to
capture important concepts and protections introduced
in two new landmark privacy regulations, namely the
EU’s GDPR and California’s CCPA/ CPRA. Below, we
review the structure of OPP-115-style annotations, then
describe the genesis of the modified annotation scheme
used to create our corpus. We refer to it as the MAPP
annotation scheme.
The OPP-115 annotation scheme focuses on the iden-
tification of data practices, which are statements about
personal data collection, use, sharing, and other re-
lated activities. The scheme places each data practice
in one of ten themes (“categories”) identified in 2015,
but we observe that some have diminished in frequency
in privacy policies, have become outdated (e.g., the
Do Not Track standard), or lack a unifying structure
(e.g., the Other category). Our work focuses on re-
fining annotations of two categories of data practices
from the OPP-115 annotation scheme, namely First-
Party Collection/Use and Third-Party Collection/Use.
Together, these two practices account for more than
60% of the annotations in the OPP-115 corpus (Wil-
son et al., 2016a) and are a central component of all
privacy policies. We redefine these categories of data
practices as follows:

1. First Party Collection/Use: Privacy practices de-
scribing data collection/use by the organization
that published (or ”controls”) the mobile app.

2. Third-Party Collection/Use: Privacy practices de-
scribing data sharing with third parties or data col-
lection by third parties. A third party is a organi-
zation other than the first-party organization that
published (or ”controls”) the mobile app.

Similar to the OPP-115 annotation scheme, each data
practice in our scheme is associated with a set of
category-specific attributes that detail the practice.
Each attribute is instantiated with a choice of one of
several predetermined values, unless the attribute is de-
fined as optional. To ground the data practice in textual
evidence, annotators justify their attribute and value se-
lections by associating them with spans of text (see Fig-
ure 1). A sample annotation from our corpus is shown

4While the European Court of Justice invalidated the US-
EU Privacy Shield in July 2020, the privacy policies that ac-
knowledge Privacy Shield in July 2020, the time we collected
our policies, can be assumed to have been GDPR-aware,
given that Privacy Shield was designed to help US compa-
nies comply with GDPR.
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Figure 1: Screenshot of our annotation tool. Green and yellow tags indicate first-party and third-party data prac-
tices, respectively. In each tag the pipe character separates the annotated attribute and its value. Red lines link
annotations to fully describe a data practice.

in Table 1. We provide more details about the defini-
tions of attributes in our annotation scheme in Table
7 in the appendix. Working with privacy law experts
from the US and EU, we refined the original OPP-115
attributes and values for the two selected categories
into a scheme suitable for GDPR and CCPA/CPRA.
Although OPP-115 broadly captures the principles of
GDPR (Poplavska et al., 2020) and CCPA/CPRA, our
goal was to model these new regulations’ requirements
at a finer level of detail. In OPP-115, the two categories
we focus on had 14 attributes and 89 values, whereas
MAPP has 19 attributes and 124 values.5

“Practice”: First Party Collection/Use
“Attribute”: Information Type
“Value”: Location
“selectedText”: “information about the purchase or transaction”

“Practice”: Third-Party Collection/Use
“Attribute”: Collection Process
“Value”: Shared by first party with third party
“selectedText”: “we share information with”

Table 1: Sample span annotations from our MAPP cor-
pus for a segment of Instagram.com’s privacy policy.

We configured the INCEpTION annotation plat-
form (de Castilho et al., 2018) for annotators to apply
our scheme. Figure 1 shows a screenshot of the anno-
tation tool. Annotators could label text spans for a data
practice across sentences and create arbitrarily many
data practices per sentence, reflecting the flexible in-
formation density of these documents.
To manually annotate the privacy policies, we recruited
teams of law students in Germany and the US, who
respectively had strong fluency in German and En-
glish. We provided our annotation scheme in English
and German to annotators working in these respective
languages. The two groups of annotators comprised
10 English-speaking and 12 German-speaking law stu-
dents recruited at universities in the US and Germany.
Annotators spent an average of 1 hour and 52 minutes
per policy. They were trained by reviewing the an-
notation scheme in a virtual meeting with the authors,
which included training videos about the usage of the

5Note that these counts contain duplicate attributes and
values across the two categories. For example, roughly half
of the attributes are the same for both data practice categories
in OPP-115 and MAPP, and they can take the same values.

annotation tool. Annotators worked independently but
conferred with the authors weekly to discuss complex
cases. The researchers would also review cases of dis-
agreement between annotators to mitigate confusion.
Due to differences in annotators’ availability and speed,
we ultimately obtained 91 German and 64 English fully
annotated privacy policies, i.e., with three annotations
each, with an intersection of 59 policies. We refer to
the overall corpus of German and English annotations
as the MAPP (Multilingual Annotation of Privacy Poli-
cies) Corpus, and the semi-parallel subcorpus of 59
English-German policy pairs as MAPP-59.

4. Corpus Composition
4.1. Annotations
Table 3 shows annotation statistics. Our annotators
identified approximately 26K text spans for the 64 En-
glish policies and 39K for the 91 German policies, with
8K annotated data practices for English and 19K for
German. Compared to the OPP-115 Corpus (Wilson
et al., 2016a) (200 data practices per policy), our cor-
pus contains fewer annotated data practices per policy.6

However, our corpus, with 155 annotated policies, is
comparable in size (≈115 policies) to previous corpora
(Wilson et al., 2016a; Ravichander et al., 2019; Ah-
mad et al., 2020). We also compute the percentage of
segments where at least 2 out of 3 annotators found at
least one annotation span for a given category/attribute,
which we denote as the coverage of that category or at-
tribute. Our coverage of first-party and third-party data
practice categories is also similar to OPP-115 (Wilson
et al., 2016a). A detailed comparison with prior cor-
pora is shown in Table 2.
As mentioned in Section 3.2, our corpus includes a
semi-parallel subcorpus of English and German privacy
policies for 59 mobile apps available in the US and
the EU. With MAPP-59, we aimed to identify how the
same app differs in privacy policy disclosures across
two different languages. This corpus helped to under-
stand differences arising from (1) different regulatory
regimes in which the app operates or (2) specific lin-

6The MAPP corpus covers only two data practice cate-
gories, compared to the 10 categories covered in the OPP-115
dataset. However, the total number of data practices within
these two categories are comparable in the two corpora.
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PrivacyQA PolicyQA OPP-115 MAPP
(Ravichander et al., 2019) (Ahmad et al., 2020) (Wilson et al., 2016a)

Documents 35 115 115 155
Task QA QA Text classification Text classification
Privacy policy source Mobile applications Websites Websites Mobile applications
Annotator Domain experts Mechanical Turkers Domain experts Domain experts
Annotation scheme - - OPP-115 OPP-115 refinement

for GDPR / CCPA
#Attributes - - 14 19
#Values - - 89 124
Coverage (first party) - - 0.27 0.31 (en) / 0.32 (de)
Coverage (third party) - - 0.21 0.14 (en) / 0.12 (de)
Languages English English English English, German

Table 2: Comparison of the MAPP Corpus with other privacy policy corpora. Our corpus is comparable in size,
coverage, and annotation scheme and introduces bilinguality. The number of attributes and values refer to the
OPP-115 categories focused on in this work (First Party Collection/Use and Third-Party Collection/Use).

English German

Documents 64 91
Words 292,576 (4,571) 478,560 (5,258)

Data Practices 8,475 (132) 19,388 (213)
Attributes 16,300 (254) 29,356 (323)
Text Spans 26,221 (409) 39,809 (437)

Table 3: MAPP Corpus statistics by language, with per-
policy mean statistics in brackets.

Category / English German
Attribute Coverage FK Coverage FK

First Party 0.31 0.61 0.33 0.52
Third Party 0.14 0.52 0.13 0.47

Inform. Type 0.29 0.54 0.28 0.48
Purpose 0.26 0.63 0.23 0.58
Collect. Process 0.20 0.44 0.12 0.33
Legal Basis 0.05 0.37 0.07 0.39
3rd Party Entity 0.11 0.49 0.10 0.36

Table 4: Inter-annotator agreement (Fleiss’ Kappa, FK)
for data practices and attributes in the MAPP corpus.

guistic differences that may change how readers inter-
pret the language.

4.2. Inter-Annotator Agreement
As in prior work, we often observed ambiguity in pri-
vacy policies, with even law experts disagreeing about
interpretations of their text (Reidenberg et al., 2015).
We automatically divided privacy policies into seg-
ments based on each policy’s HTML (Zimmeck et al.,
2019); each segment can be thought of as roughly
equivalent to a paragraph. We analyze the agreement
between annotators on the segment level since annota-
tions often span sentence boundaries. We associated a
given data practice with a segment if the segment had
at least one text span associated with that data prac-
tice. We then computed Fleiss’ Kappa agreement val-

ues (Fleiss, 1971) between annotators for a given lan-
guage at the segment level, separately for each level of
the annotation scheme (i.e., data practice category, at-
tribute, and value). In this work, we focus on building
classifiers to automatically detect attributes and values
for which we had sufficient agreement between anno-
tators (Fleiss’ Kappa > 0.3) and a sufficient number of
training instances (coverage ≥ 0.02).

Table 4 displays the resulting agreement values at the
data practice category and attribute levels; Table 8 in
the Appendix shows agreements at the value level. We
observe that the English annotators displayed a higher
level of agreement than the German annotators. An-
notators also tended to exhibit lower agreement for
more granular annotations (e.g., specific attribute val-
ues) and categories and attributes with lower coverage
(e.g., Collection Process, Legal Basis for Processing,
and Third Party Entity). The same observation also ap-
plies to attribute values. We now briefly discuss fre-
quent sources of annotator disagreement.

(1) “[...] this data will stay on your device unless
you enable the functionality of sharing within
the app.
If you opt-in the sharing functionality, we can
also ask you to create a publicly visible [COM-
PANY] account [...]”

The above statement illustrates an example of a dis-
closure with which annotators struggled, in part due to
limitations of our annotation scheme. This disclosure
differentiates between collection and storage of infor-
mation only on the user’s device versus on first-party
servers. Our annotation scheme does not distinguish
between these practices. Instead, annotators were in-
structed to annotate both practices as First Party Col-
lection/Use. However, this particular disclosure states
that a user has to opt-in before their data can be stored
on first-party servers. It further states that users who
opt-in can also agree to have a publicly visible account,
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which corresponds to a Third Party sharing practice. A
more accurate annotation for this segment includes two
separate annotations, the first identifying the First Party
Collection/Use practice with attribute Choice Type and
value Opt In (among others), and the second identify-
ing a Third Party Sharing practice. Annotators some-
times struggled with such cases of two practices being
disclosed in conjunction.

(2) “[...] collects 2 basic type of information [...]
(1) personally identifiable information and (2)
non-personally identifiable information [...]”

(2) illustrates another source of confusion: a disclosure
that explicitly uses the term personally identifiable in-
formation. Annotators would often mark such a dis-
closure as having the attribute Information Type with
the value Personal Identifier. However, since this term
does not refer to unique identifiers, a more correct value
for the attribute would be Generic Personal Informa-
tion. While we instructed our annotators to make such
annotations, they did not consistently do so.

5. Prediction of Policy Structure
To automate the annotation of privacy policies at scale,
we built classifiers by fine-tuning state-of-the-art lan-
guage models on our corpora. In what follows, we
show our classifiers’ ability to extract useful informa-
tion from privacy policy text.

5.1. Classifier for Information Extraction
Our MAPP corpus consists of 3,976 segments from 64
privacy policies in English and 6,871 segments from
91 privacy policies in German. Our classification task
has three sub-tasks for identifying (1) the disclosure of
data practice categories (i.e., First Party Collection/Use
and Third Party Collection/Use) in a segment, (2) the
disclosure of data practice attributes (e.g., Information
Type), and (3) the disclosure of values associated with
these data practice attributes in the segment.
We trained classifiers to identify First and Third Party
data practice categories with the following five at-
tributes: Information Type, Purpose, Collection Pro-
cess, Legal Basis for Processing, and Third-Party En-
tity. We created gold standard annotations by label-
ing a segment with a category/attribute if two or more
annotators agreed on that category/attribute. We fur-
ther trained value-level classifiers for nine values of
Information Type, five values of Purpose, two values
of Collection Process, and one value of Legal Basis
for Processing (Table 6). All of our classifiers were
trained to predict the binary presence or absence of a
single category or attribute/value. To build these clas-
sifiers, we fine-tuned pre-trained large-scale language
models (Devlin et al., 2019): BERT for English poli-
cies and Multilingual BERT (M-BERT) for German
policies. For the value-level classifiers, we also ex-
perimented with using the predictions made by data

Category / English German
Attribute P R F1 P R F1

First Party 0.84 0.69 0.76 0.69 0.78 0.73
Third Party 0.75 0.65 0.70 0.60 0.70 0.64

Inform. Type 0.71 0.72 0.71 0.67 0.77 0.71
Purpose 0.76 0.81 0.79 0.64 0.89 0.74
Collect. Process 0.61 0.58 0.60 0.55 0.77 0.64
Legal Basis for
Processing

0.85 0.85 0.85 0.50 0.58 0.54

3rd Party Entity 0.68 0.54 0.60 0.43 0.72 0.54

Table 5: (Performance of BERT and M-BERT for pre-
dicting data practice category and attributes in English
and German privacy policy segments. Precision, recall,
and F1 values are for the positive class.

Attribute Value English German
P R F1 P R F1

Information Financial 0.77 0.67 0.71 0.49 0.95 0.65
Type Contact inform. 0.78 0.56 0.65 0.73 0.84 0.78

Location 0.47 0.60 0.53 0.47 0.83 0.60
Demographic data 0.75 0.63 0.69 0.50 1.00 0.67
User online
activities

0.66 0.37 0.47 0.48 0.58 0.52

IP address and
device IDs

0.81 0.65 0.72 0.64 0.85 0.73

Cookies and
tracking elements

0.71 0.79 0.75 0.44 0.59 0.51

Computer inform. 0.71 0.71 0.71 0.70 0.72 0.71
Generic personal
information

0.57 0.65 0.61 0.61 0.51 0.55

Purpose Essential service or
feature

0.61 0.40 0.48 0.56 0.28 0.38

Advertising or
marketing

0.48 0.75 0.59 0.52 0.78 0.62

Analytics or
research

0.74 0.71 0.73 0.57 0.79 0.66

Service operation
and security

0.58 0.45 0.51 0.67 0.57 0.61

Legal requirement 0.69 0.52 0.59 0.45 0.65 0.53

Collection
Process

Shared by 1st party
w/ 3rd party

0.53 0.40 0.45 0.71 0.25 0.37

Collected on 1st
party website/app

0.49 0.58 0.53 0.60 0.40 0.48

Legal Basis
for Process.

Legitimate interests
of first/third party

0.82 0.82 0.82 0.53 0.68 0.60

Table 6: Performance of BERT and M-BERT for pre-
dicting values associated with attributes in English and
German privacy policy segments. We show precision,
recall, and F1 values for the positive class.

practice and attribute classifiers to create a binary fea-
ture vector. This vector was then concatenated with the
BERT encoding as input to the final classifier layer. We
describe parameter settings for our classifiers in Sec-
tion 10.1 in the appendix.

5.2. Results
We created a random train-test split for both languages,
respectively with 52/12 and 75/16 policies for train-
ing/testing in English and German. Table 5 shows
our classifiers’ performance in predicting data practices
and attributes. We report precision, recall, and F1 for
the presence of a data practice/attribute in a segment.
Our classifiers for predicting the First Party and Third
Party categories on English annotations had a macro F1
score of 0.83, similar to figures in prior work (Kumar
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et al., 2019). Note that in Table 5, we only report F1
values for the positive class. However, we found that
our classifiers were less accurate at tagging segments
with data practice categories for German annotations
than for English annotations. This may be attributed
to lower agreement between German annotators. Our
classifiers are fairly accurate in categorizing the Infor-
mation Type and Purpose attributes in both languages.
However, for the Legal Basis for Processing attribute,
the English classifier performs substantially better.
Table 6 shows our classifiers’ performance for values of
the Information Type attribute. We found that attribute
values like Financial, Computer Information and IP
Addresses & Device IDs, which are associated with
annotation spans containing more distinctive language
(i.e., higher KL divergence with the vocabulary of text
in privacy policies), yielded better classification perfor-
mance. We observed that Generic Personal Informa-
tion and User Online Activities had lower classification
performance (Table 6), which may result from lower
agreement between annotators than for other values.
Furthermore, these values corresponded to longer an-
notation spans, requiring the more challenging identifi-
cation of patterns spread across longer text spans. Per-
formance for values of the Purpose attribute is shown
in Table 6. Again, values with distinct vocabulary in
their annotation spans (e.g., Legal Requirement) tended
to yield better performance. Overall, performance for
Information Type and Purpose values was better than
values of other, more nuanced attributes (i.e., Collec-
tion Process and Legal Basis for Processing).

6. Comparing Data Practice Disclosures
in English and German Policies

As mentioned in Section 3.1, the research reported here
focuses on a set of 116 mobile apps with both English
and German privacy policies. We aim to compare dis-
closures made in English privacy policies with the Ger-
man privacy policies found for the same app.
Among the 116 mobile apps, our analysis shows that
only 54% of apps had English privacy policies that
were “GDPR-aware” (see Section 3.1). We further
found that 43% of these apps specifically singled out
EU residents, suggesting that they may possibly grant
GDPR privacy protections only to EU residents. The
other 57% likely extend their GDPR protections to non-
EU residents. This suggests a spillover effect wherein
US residents effectively receive the benefits of more
stringent GDPR protections originally intended for EU
residents. Such spillover likely makes sense for many
organizations, considering the additional complexity
they would otherwise have to manage if they were to
differentiate between EU and non-EU residents. A sim-
ilar practice is commonly seen in cookie options of-
fered to non-EU residents in response to EU cookie
regulations (the “ePrivacy Directive”) originally in-
tended for EU residents only (van Eijk et al., 2019).
Interestingly, nearly 36% of German policies do not

acknowledge GDPR requirements. Following man-
ual analysis, these policies were found to be similar
to the corresponding English policies and belonged
to apps originally introduced in the US. Even among
the German policies that explicitly mention GDPR
or its German equivalent, DSGVO (Datenschutz-
Grundverordnung), about 33% do not seem to have lan-
guage addressing the legal basis for the processing of
data or text enumerating data subject rights, both re-
quired disclosures under GDPR. We suspect that, as of
July 2020, many US app publishers had not yet realized
they were subject to GDPR or made efforts to become
fully GDPR compliant. This is consistent with earlier
mobile app studies that compared the code of mobile
apps with their privacy policy disclosures and found
numerous indicators of non-compliance (Zimmeck et
al., 2017; Zimmeck et al., 2019).
Similarly, for MAPP-59, we observe that 40 apps and
27 apps are ”GDPR-aware” respectively in their En-
glish and German privacy policies. We further find that
most apps which acknowledge GDPR rights in their
German policy also mention these rights in the En-
glish version. Most of these privacy policies are for
apps from European publishers. A total of 14 apps
in MAPP-59 acknowledge GDPR in their German pri-
vacy policy but not in the corresponding English pol-
icy, which is consistent with the German and English
policies respectively being intended for EU users and
non-EU users. Beyond such high-level differences, we
want to explore the use of our classifiers for a richer
comparison of disclosures in the English and German
privacy policies of mobile apps. Below, we report our
analysis of differences in English and German privacy
policy disclosures in our semi-parallel sub-corpus.

6.1. Comparative Analysis of Disclosures in
English and German Privacy Policies

A manual analysis of our MAPP-59 policies was
performed by two authors who are privacy schol-
ars and fluent in both German and English. Ger-
man policies were auto-translated into English with
DeepL (DeepL GmbH, nd) to limit manual compari-
son to non-identical text. For each mobile app privacy
policy pair, we also compute a BiLingual Evaluation
Understudy (BLEU) score to measure the degree of dif-
ference between the German and English policy texts.7

Scores range from 0 to 100, with lower scores indi-
cating significant differences between the German and
English texts for a given app and higher scores indicat-
ing more similar texts. Figure 2 in Appendix compares
the numbers of both first- and third-party disclosures
in policy pairs, where each policy pair is represented as
two vertically aligned colored dots for that pair’s BLEU

7We computed the average of the SacreBLEU
scores (Post, 2018) (1) between the original English
and the German policy auto-translated into English and
(2) between the original German and the English policy
auto-translated into German.
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score. As expected, pairs with low BLEU scores tend
to have greater differences in disclosure counts since
these policy pairs have greater textual differences.
Our manual inspection of the policy pairs in MAPP-59
found that 13 pairs have substantially different policies,
whereas 9 have nearly identical policy texts. Of the 9
nearly identical policies, 7 feature a separate section
for EU users that provides more extensive protections
to EU residents. Manual inspection of the policies that
do not explicitly single out EU residents confirmed that
US users of these apps often benefit from some of the
more stringent privacy protections afforded by GDPR
to EU residents. For instance, we observe that data sub-
ject rights like the “right to access” information col-
lected by an app, provided by GDPR to EU residents,
are also offered to US residents by 9 apps in our corpus.
Among the 34 pairs that are not substantially different
or nearly identical, we found 10 cases of additional sec-
tions specific to the English policies that primarily (6
out of 10 apps) contained CCPA-specific disclosures,
in addition to single instances addressing COPPA or
provisions related to policy changes. Two German poli-
cies contained additional sections compared to the En-
glish version, with one policy explicitly listing third-
party entities with whom data is shared, and the other
discussing the EU-US Privacy Shield. The presence
of additional disclosures in English or German policy
texts is consistent with their respective intended target
audiences of US and EU-based/German app users.
At the sentence and paragraph level, our analysis iden-
tified additional differences in a total of 24 policy pairs.
Most frequent (21 instances) were differences in word-
ing that went beyond what one would reasonably ex-
pect from a mere translation. These included addi-
tional disclosures about types of data collected, third
parties with whom data may be shared, different pri-
vacy rights, or ways to limit data collection. Again,
these differences were generally consistent with disclo-
sure requirements associated with GDPR (German pol-
icy text) and US regulations such as CCPA or COPPA
(English policy text). These results suggest that it is
feasible to automatically analyze the impact of privacy
laws on differences in protection offered to users in dif-
ferent jurisdictions, as well as spillover effects. We also
noticed grammatical differences such as the use of dou-
ble negatives in German as opposed to positive state-
ments in English policies (Does/Does Not attribute).

6.2. What can we learn from our classifiers?
One goal of our work was to automate the analysis and
comparison of privacy policies in different languages.
In the following, we describe an instance of our clas-
sifiers’ ability to automatically identify the differences
we discussed in Section 6.1 to answer policy questions.
GDPR Article 6 prohibits collecting and processing
personal data without a proper legal basis. Therefore,
every category of personal data requires the legal basis
to be clear and specific. To demonstrate what percent-

age of websites in Germany fulfill this requirement, we
identified German privacy policies for 1,864 websites
from the top 10,000 domains in Tranco (Le Pochat et
al., 2019) using an established toolchain (Hosseini et
al., 2021). Applying our trained classifiers to predict
segments discussing Legal Basis for Processing, we
found that 76% (1,414) of the websites satisfy this re-
quirement. To determine if US residents also benefit
from GDPR protections through spillover effects, we
used the Princeton-Leuven Longitudinal Corpus of Pri-
vacy Policies (Amos et al., 2021) to obtain 22,359 En-
glish privacy policies for US-based websites from the
time at which we downloaded the German ones (i.e.,
the second half of 2019). Using our classifiers, we ob-
served that only 19% (4,245) provide this protection.
Further analyzing the 172 websites with both US and
German privacy policies, we observed that 62 websites
provide the legal basis for processing in both policies.
45 websites provide a legal basis only in the German
policy, whereas 26 websites do so only in the US pol-
icy. This analysis shows that our corpus can be used
to build automatic systems that can enable regulators
to ask such policy questions and to systematically ana-
lyze the impact of jurisdiction-specific privacy regula-
tions on the privacy disclosures made by apps in a given
jurisdiction. We hope that such analyses can inform fu-
ture public policy debates to understand the impact of
new privacy requirements and in particular the way in
which they are reflected in the text of privacy policies.

7. Conclusion
In this work, we introduced MAPP, the first bilingual
corpus of privacy policies, to facilitate the develop-
ment of classifiers that can automatically identify data
practice disclosures in privacy policies of two differ-
ent languages. We identified how privacy disclosures
differ in policies published in English and German,
and presented initial evidence of the effectiveness of
our classifiers at automatically identifying these differ-
ences. We discussed how privacy regulations can ac-
count for some of these differences. For future work,
we aim to build classifiers that can automatically iden-
tify more nuanced data practice attributes and values.
We believe that this type of analysis can contribute to
a more systematic understanding of the protections af-
forded in practice to consumers under different regula-
tory regimes and could ultimately help inform the de-
velopment of more effective privacy regulations.
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Korczyński, M., and Joosen, W. (2019). TRANCO:
A Research-Oriented Top Sites Ranking Hardened
Against Manipulation. In Proceedings of the 26th
Annual Network and Distributed System Security
Symposium, NDSS ’19. Internet Society.

Lin, J., Amini, S., Hong, J. I., Sadeh, N., Lindqvist, J.,
and Zhang, J. (2012). Expectation and Purpose: Un-
derstanding Users’ Mental Models of Mobile App
Privacy through Crowdsourcing. In Proceedings of
the 2012 ACM Conference on Ubiquitous Comput-
ing, UbiComp ’12, pages 501–510. ACM.

Liu, F., Ramanath, R., Sadeh, N., and Smith, N. A.
(2014). A Step Towards Usable Privacy Policy: Au-
tomatic Alignment of Privacy Statements. In Pro-
ceedings of the 25th International Conference on
Computational Linguistics: Technical Papers, COL-
ING ’14, pages 884–894. ACL.

Liu, B., Andersen, M. S., Schaub, F., Almuhimedi, H.,
Zhang, S., Sadeh, N., Acquisti, A., and Agarwal, Y.
(2016). Follow My Recommendations: A Personal-
ized Privacy Assistant for Mobile App Permissions.
In Proceedings of the 12th USENIX Conference on
Usable Privacy and Security, SOUPS ’16, pages 27–
41. USENIX Association.

Massey, A. K., Eisenstein, J., Antón, A. I., and
Swire, P. P. (2013). Automated text mining for re-
quirements analysis of policy documents. In 21st
IEEE International Requirements Engineering Con-
ference, RE ’13, pages 4–13. IEEE.

McDonald, A. M. and Cranor, L. F. (2008). The Cost
of Reading Privacy Policies. I/S: A Journal of Law
and Policy for the Information Society, 4(3):543–
568.

Meiselwitz, G. (2013). Readability assessment of poli-
cies and procedures of social networking sites. In
International Conference on Online Communities

and Social Computing, OCSC ’13, pages 67–75.
Springer.

Poplavska, E., Norton, T. B., Wilson, S., and Sadeh,
N. (2020). From prescription to description: Map-
ping the GDPR to a privacy policy corpus annota-
tion scheme. In 33rd International Conference on
Legal Knowledge and Information Systems, JURIX
’20, pages 243–246. IOS Press BV.

Post, M. (2018). A Call for Clarity in Reporting BLEU
Scores. In Proceedings of the 3rd Conference on
Machine Translation, WMT ’18, pages 186–191.
ACL.

Ramanath, R., Schaub, F., Wilson, S., Liu, F., Sadeh,
N., and Smith, N. (2014). Identifying relevant text
fragments to help crowdsource privacy policy anno-
tations. In Proceedings of the AAAI Conference on
Human Computation and Crowdsourcing, volume 2
of HCOMP ’14, pages 54–55. AAAI Press.

Ravichander, A., Black, A. W., Wilson, S., Norton, T.,
and Sadeh, N. (2019). Question Answering for Pri-
vacy Policies: Combining Computational and Legal
Perspectives. In Proceedings of the 2019 Conference
on Empirical Methods in Natural Language Pro-
cessing and the 9th International Joint Conference
on Natural Language Processing, EMNLP-IJCNLP
’19, pages 4947–4958. ACL.

Ravichander, A., Black, A. W., Norton, T., Wilson,
S., and Sadeh, N. (2021). Breaking Down Walls of
Text: How Can NLP Benefit Consumer Privacy? In
Joint Conference of the 59th Annual Meeting of the
Association for Computational Linguistics and the
11th International Joint Conference on Natural Lan-
guage Processing, ACL-IJCNLP ’21, pages 4125–
4140. ACL.

Reidenberg, J. R., Breaux, T., Cranor, L. F., French, B.,
Grannis, A., Graves, J. T., Liu, F., McDonald, A.,
Norton, T. B., Ramanath, R., , Russell, N. C., Sadeh,
N., and Schaub, F. (2015). Disagreeable privacy
policies: Mismatches between meaning and users’
understanding. Berkeley Technology Law Journal,
30:39–88.

Sadeh, N., Acquisti, A., Breaux, T. D., Cranor, L. F.,
Smith, N. A., Liu, F., Schaub, F., Russell, N. C.,
Schaub, F., and Wilson, S. (2013). The Usable
Privacy Policy Project: Combining Crowdsourcing,
Machine Learning and Natural Language Processing
to Semi-Automatically Answer Those Privacy Ques-
tions Users Care About. Technical Report CMU-
ISR-13-119, Carnegie Mellon University.

Sathyendra, K. M., Ravichander, A., Story, P. G.,
Black, A. W., and Sadeh, N. (2017). Helping users
understand privacy notices with automated query an-
swering functionality: An exploratory study. Tech-
nical report, CMU.

Sørensen, J. and Kosta, S. (2019). Before and After
GDPR: The Changes in Third Party Presence at Pub-
lic and Private European Websites. In Proceedings
of the 28th International World Wide Web Confer-



5470

ence, WWW ’19, pages 1590–1600. ACM.
Story, P., Zimmeck, S., Ravichander, A., Smullen, D.,

Wang, Z., Reidenberg, J., Russell, N. C., and Sadeh,
N. (2019). Natural language processing for mobile
app privacy compliance. In Proceedings of the 2019
AAAI Spring Symposium on Privacy Enhancing AI
and Language Technologies, PAL ’19. AAAI Press.

Urban, T., Tatang, D., Degeling, M., Holz, T., and
Pohlmann, N. (2018). The Unwanted Sharing
Economy: An Analysis of Cookie Syncing and
User Transparency under GDPR. arXiv preprint
1811.08660.

van Eijk, R., Asghari, H., Winter, P., and Narayanan,
A. (2019). The Impact of User Location on Cookie
Notices (Inside and Outside of the European Union).
In Proceedings of the 2019 Workshop on Technology
and Consumer Protection, ConPro ’19. IEEE.

Vincent, M. and Winterstein, G. (2013). Building and
exploiting a French corpus for sentiment analysis. In
Proceedings of TALN 2013, volume 2: Short Papers
of TALN ’13, pages 764–771. ATALA.

Wilson, S., Schaub, F., Dara, A. A., Liu, F., Cherivi-
rala, S., Leon, P. G., Andersen, M. S., Zimmeck, S.,
Sathyendra, K. M., Russell, N. C., Norton, T. B.,
Hovy, E., Reidenberg, J., and Sadeh, N. (2016a).
The Creation and Analysis of a Website Privacy Pol-
icy Corpus. In Proceedings of the 54th Annual Meet-
ing of the Association for Computational Linguistics,
volume 1: Long Papers of ACL ’16, pages 1330–
1340. ACL.

Wilson, S., Schaub, F., Ramanath, R., Sadeh, N., Liu,
F., Smith, N. A., and Liu, F. (2016b). Crowdsourc-
ing annotations for websites’ privacy policies: Can
it really work? In Proceedings of the 25th Inter-
national World Wide Web Conference, WWW ’16,
pages 133–143. ACM.

Zimmeck, S., Wang, Z., Zou, L., Iyengar, R., Liu,
B., Schaub, F., Wilson, S., Sadeh, N. M., Bellovin,
S. M., and Reidenberg, J. R. (2017). Automated
Analysis of Privacy Requirements for Mobile Apps.
In Proceedings of the 24th Annual Network and Dis-
tributed System Security Symposium, NDSS ’17. In-
ternet Society.

Zimmeck, S., Story, P., Smullen, D., Ravichander,
A., Wang, Z., Reidenberg, J., Russell, N. C., and
Sadeh, N. (2019). MAPS: Scaling privacy compli-
ance analysis to a million apps. Proceedings on Pri-
vacy Enhancing Technologies, 2019(3):66–86.

0 10 20 30 40 50 60 70 80
BLEU score

40

20

0

20

40

Di
ffe

re
nc

e 
in

 D
at

a 
Pr

ac
tic

e 
co

un
t

First Party
Third Party

Figure 2: Differences between MAPP-59 pairs of En-
glish and German policies in the number of sentences
with first-party and third-party disclosures against each
pair’s BLEU score. Positive values indicate more dis-
closures in English and negative values indicate more
disclosures in German.

10. Appendix
10.1. Reproducibility
We trained all models using a maximum sequence
length of 512 tokens and a batch size of 32 for 3 epochs.
For segments that contain more than 512 tokens, we
used only the first 512 tokens for classification. We
trained our classifiers with a batch size of 32, and tuned
the learning rate over the following range of values:
[5e-6, 1e-5, 2e-5, 3e-5, 5e-5]. For each of these learn-
ing rates, we also experimented with another model
setting where the final classifier layer is trained with
a higher learning rate of 1e-4. To find the best hyperpa-
rameters and model settings for training the classifier,
we further split the training set into a 80:20 training/-
validation split. We ran a grid search over all possible
hyperparameters and chose the values with the best F1
score for the positive class on the validation set. We
used the best hyperparameters to fine-tune the language
model on the entire training set and to evaluate the clas-
sifiers’ generalization performance on the testing set.
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10.2. Annotation Scheme

Table 7: Data practices and attributes in our annotation scheme. (opt) indicates that a data practice attribute is
optional.

Categories Category Description Attributes Attribute Description

First-Party
Collection/Use

Privacy practices describing
data collection or data use
by the
company/organization
owning the website or
mobile app.

Information Type What category of information is collected or tracked by the company/organization?
Purpose What is the purpose of collecting or using user information?
Collection Process How does the first party collect, track, or obtain user information?
Does/Does Not (opt) Use this optional attribute to denote if the policy explicitly states that something is

NOT done. Defaults to “Does.”
Collection Mode
(opt)

Use this optional attribute to denote if the data collection performed by the first party
is implicit (e.g., the company/organization collects the information without the user’s
explicit awareness) or explicit (e.g., the user provides the information). Defaults to
“not selected.”

Anonymization (opt) Use this optional attribute if it is explicitly stated whether the information or data
practice is linked to the user’s identity or if it is anonymous. Defaults to “not
selected.”

User Type (opt) Use this optional attribute if a practice applies specifically to users with an account or
users without an account. Defaults to “not selected.”

Choice Type (opt) Use this optional attribute if user choices are explicitly offered for this practice.
Defaults to “not selected.”

Choice Scope (opt) Use this optional attribute to indicate the scope of user choices. In some cases, even
if user choices are not clear or specific, this attribute can be selected. Defaults to “not
selected.”

Legal Basis for
Processing

The GDPR prohibits the collection and processing of personal data without a proper
legal basis. Therefore, every category of personal data requires the legal basis to be
clear and specific.

Third-Party
Collection/Use

Privacy practices describing
data sharing with third
parties or data collection by
third parties. A third party
is a company/organization
other than the first-party
company/organization that
owns the website or mobile
app.

Information Type What category of information is shared with, collected by, or otherwise obtained by
the third party?

Purpose What is the purpose of a third party receiving or collecting user information?
Entity The third parties involved in the data practice.
Collection Process How does the third party receive, collect, track, or see user information?
Does/Does Not (opt) Use this optional attribute to denote if the policy explicitly states that something is

NOT done. Defaults to “Does.”
Anonymization (opt) Use this optional attribute if it is explicitly stated whether the information or data

practice is linked to the user’s identity or if it is anonymous. Defaults to “not
selected.”

User Type (opt) Use this optional attribute if this practice applies specifically to users with an account
or users without an account.

Choice Type (opt) Use this optional attribute if user choices are explicitly offered for this practice.
Defaults to “not selected.”

Choice Scope (opt) Use this optional attribute to indicate the scope of user choices. In some cases, even
if user choices are not clear or specific, this attribute can be selected. Defaults to “not
selected.”

Table 8: Value-level inter-annotator agreement.
Attribute Value English German

Coverage Fleiss’ Kappa Coverage Fleiss’ Kappa

Information Type Financial 0.02 0.63 0.02 0.59
Contact information 0.05 0.61 0.05 0.65
Location 0.03 0.65 0.02 0.61
Demographic data 0.02 0.66 0.02 0.66
User online activities 0.08 0.51 0.06 0.51
IP address and device IDs 0.05 0.68 0.03 0.71
Cookies and tracking elements 0.05 0.61 0.04 0.47
Computer information 0.03 0.55 0.04 0.63
Generic personal information 0.13 0.39 0.12 0.37

Purpose Essential service or feature 0.1 0.5 0.07 0.43
Advertising or marketing 0.07 0.55 0.06 0.53
Analytics or research 0.08 0.54 0.07 0.55
Service operation and security 0.06 0.49 0.05 0.52
Legal requirement 0.04 0.55 0.03 0.41

Collection Process Shared by first party with a third party 0.07 0.42 0.05 0.33
Collected on first-party website/app 0.1 0.38 0.06 0.26

Legal Basis for Processing Legitimate interests of first or third party 0.02 0.37 0.02 0.47
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10.3. MAPP Corpus Creation Workflow
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Figure 3: Event-driven process chain describing the workflow to create the MAPP bilingual privacy policy corpus.
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